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Abstract—This paper proposes Reflected Simplex codebooks
for limited feedback beamforming in multiple-input multip le-
output (MIMO) wireless systems. The codebooks are a geometric
construction based on simplices and theAn lattice. We propose a
fast codebook search and indexing algorithm. We show that such
codebooks perform superior or comparable to other codebooks,
with much lower implementation complexity.

I. I NTRODUCTION

A simple technique to obtain the highest possible diversity
order in multiple-input multiple-output (MIMO) wireless links
is to employ transmit beamforming and receive combining,
which simultaneously improves the array gain. This technique
requires that the transmitter has channel state information
in the form of a transmit beamforming vector. It is often
impractical to have a reciprocal channel for the transmitter
to estimate the channel, and thus a small number of bits
are sent via a feedback path for the transmitter to recreate
the beamforming vector. Such systems are known as limited
feedback systems (see [1] and references therein).

In these limited feedback systems, the transmitter and
receiver share a codebook of possible beamforming vectors
indexed by a number of bits. The receiver chooses a beam-
forming vector from the codebook on the basis of maximizing
the effective signal-to-noise ratio (SNR) after combining, and
sends the corresponding bits to the transmitter. We consider
maximum ratio transmission (MRT), where the beamforming
vectors are constrained to have unit length, so that the energy
expended in each packet transmission is unchanged [2].

The most straightforward approach to designing a limited
feedback system is to employ scalar quantization where each
component of the beamforming vector is quantized separately.
More advanced approaches to the limited feedback design
problem involve designing beamforming vector codebooks us-
ing the minimum number of feedback bits possible for a given
effective SNR after combining [2], neglecting the search and
storage requirements. The codebook design strategies which
have been suggested generally use numerical optimization
techniques e.g. [2], or random vector quantization (RVQ) [3].

Unfortunately, the codebook size must increase exponen-
tially with the number of transmit antennas to maintain a
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given effective SNR or capacity loss with respect to the
ideal unquantized system [2, 4]. Since the codebooks have no
structure an exhaustive search is usually required. For time-
varying channels, the resulting delay due to the excessive
search time reduces the effectiveness of the beamforming
vector when employed at the transmitter [5].

Recently, we proposed square lattice angular quantization
(SLAQ) to reduce both the search and storage complexity
of limited feedback [6]. In SLAQ, the elements of codebook
vectors are complex integers, and can be considered points
of a QAM constellation. These constructions have simple
bit-to-symbol mapping algorithms so no codebook storage is
required at either the transmitter or receiver. The codebook
searching problem is similar to the problem of noncoherent
sequence detection, and in [6] it was shown fast noncoherent
sequence detection algorithms such as [7] can be utilized to
achieve reductions in search complexity orders of magnitude
smaller than an exhaustive search. The performance of SLAQ
to existing codebooks is similar for the same number of
feedback bits, and much better for a given complexity.

In this paper we propose Reflected Simplex codebooks as an
improvement to the SLAQ codebooks. Like SLAQ codebooks,
Reflected Simplex codebooks adhere to a geometric construc-
tion. The codebook construction is based on Pyramid Vector
Quantization (PVQ) [8], but with important modifications
tailoring the construction to the beamforming scenario. Specif-
ically, the codebook vectors are (nearly) all of the vectorsthat
consist of integers that lie within the original and reflected
images about the axes ofR2NT of a 2NT − 1-dimensional
simplex, whereNT is the number of transmit antennas. We
show how the codebooks can be indexed with low time and
storage requirements. We also provide a fast algorithm for
the search through the codebook for the best beamforming
vector, by exploiting a connection with theAn lattice [9].
We show by simulation that the performance of the codebook
is superior to other SLAQ codebooks for small numbers of
feedback bits, while maintaining comparable performance to
other codebooks for much smaller computational resources.

II. MIMO B EAMFORMING SYSTEM MODEL

We consider a single-user, narrowband wireless MIMO sys-
tem employing transmit beamforming and receive combining



with NT transmit antennas andNR receive antennas (for more
details see [2]). The channelH ∈ CNR×NT is assumed to
be independent and identically distributed (i.i.d.) complex
Gaussian with unit variance. The channel state information
(CSI) is perfectly known at the receiver.

Given the transmitted symbolx ∈ C, the received symbol
y ∈ C is given by

y = z†Hwx + z†n (1)

wherew ∈ CNT×1 andz ∈ CNR×1 are the beamforming and
combining vectors respectively with‖w‖ = ‖z‖ = 1. The
vector n ∈ CNR consists of i.i.d. circularly symmetric com-
plex Gaussian variables, each with varianceN0. The average
symbol energy isEx = E[|x|2]. The instantaneous signal-to-
noise ratio (SNR),ρ, is ρ , ExΓ(H)

N0
whereΓ(H) ,

∣

∣z†Hw
∣

∣
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is the effective channel gain.
Note that given anyw, it is well known that the combining

vector which maximizes the SNR is given by maximum ratio
combining (MRC) wherez = Hw/ ‖Hw‖. The resulting
effective channel gain isΓ(H) = ‖Hw‖2.

We consider the case where there is a low-rate, error-
free, zero-delay feedback channel from the receiver to the
transmitter, as in [1, 2]. The receiver and transmitter share a
codebookC of N possible beamforming vectors, which are
indexed by⌈log2 N⌉ bits.

To maximize the SNR, the receiver chooses the beamform-
ing vector from the codebook according to

w = arg max
v∈C

‖Hv‖2

‖v‖2 . (2)

and then sends the corresponding index bits to the transmitter.
The chosen beamforming vector is normalized at the trans-
mitter to have unit norm so that the packet energy is constant.
Under this constraint, the ideal infinite-precision beamforming
vector is given by the right-singular vector ofH corresponding
to the largest singular value ofH. We denote this vectorwopt.
This corresponds to maximum ratio transmission (MRT) [2].

III. R EFLECTEDSIMPLEX CODEBOOKS

We first review PVQ and then propose a method of construc-
tion for beamforming codebooks based on these codebooks.

A. Review of PVQ

A PVQ codebookD(N, K) consists of vectors inRN

and K is a parameter that determines the granularity of the
quantization. The codebook is constructed by first collecting
the set of all integer-valued vectors that lie on a segment ofthe
hyperplane that goes through the pointsKe1, . . . , KeN . The
set of points on the hyperplane with non-negative elements is
an (N − 1) (dimensional) simplex. The codebook consists of
these points and the2N − 1 images obtained by reflecting the
set about theN axes ofRN . Precisely:

D(N, K) ,

{

v ∈ R
N :

N
∑

t=1

|vt| = K, vt ∈ Z

}

. (3)

The parameterK is the height of the simplex, and the length
of its edges are

√
2K. Note that a2-simplex is an equilateral

triangle, and a3-simplex is a regular tetrahedron.
The number of codewords in the PVQ codebook can be

calculated by the following recurrence relation [8],

V (N, K) = V (N, K − 1)+V (K, N − 1)+V (N − 1, K − 1)

with V (1, K) = 2 for all K andV (N, 1) = 2N . The value of
V (N, K) can then be calculated inO(NK) time by storing
the intermediate values in matrix form. The recurrence relation
provides aO(NK) method for computationally efficient tab-
ular calculation ofV (N, K). This tabular construction is also
useful for a fast indexing algorithm [10]. A counting argument
[10] gives a codebook size of

V (N, K) =

min(N,K)
∑

L=0

2L

(

N

L

)(

K − 1

L − 1

)

The total number of bits required to transmit the codebook is
given by⌈log2 V (N, K)⌉, where⌈·⌉ denotes the least integer
greater than or equal to its argument.

B. Reflected Simplex Codebook Construction

We now show how the PVQ codebook can be modified
for the limited feedback beamforming problem. To do this
we must deal with the conversion between real and complex
valued vectors. We must also take into account the invariance
to a phase rotation of the codebook vector. We also show how
the codebook can be indexed in an efficient manner based on
the method in [10].

First, we use the underline notation applied to a complex
vector to denote the conversion of the complex vector of
dimensionNT to a real-valued vector of dimensionN = 2NT,
i.e. for a vectoru,

u2t−1 = Re {ut} andu2t = Im {ut}.

Definition 1: A Reflected SimplexcodebookC(NT, K) is
defined as a function of the number of transmit antennasN =
2NT, and the simplex heightK ∈ Z+, as follows

C(NT, K) =
{

v ∈ C
NT : v ∈ D(N, K), v2r−1 > 0, v2r > 0

}

wherer = ⌈ℓ/2⌉, and ℓ is the position of the firstnonzero
element ofv.

The purpose of the condition thatv2r−1 > 0, v2r > 0 in the
definition is to remove redundant vectors. More specifically,
two vectorsv1, v2 are ambiguous if there exists someγ ∈ C

such thatv1 = γv2. This implies that the channel gain is the
same for both vectors,i.e. ‖Hv1‖ / ‖v1‖ = ‖Hv2‖ / ‖v2‖.
The conditions in Definition 1 exist to remove vectors that are
redundant due to the phase ambiguity between vectors, where
γ = 1. Without such a condition, for everyv in C(NT, K),
there would be three phase ambiguous vectors−v, jv and
−jv. By removing these vectors we obtain a codebook size
of V (N, K)/4. Thus the number of bits required to encode
the codebook will be⌈log2 V (N, K)⌉ − 2. This saving of 2



feedback bits, is a significant amount for small codebooks
suited to limited feedback beamforming.

However, it is not straightforward index the codebook now
that these redundant vectors have been removed. In Appendix
A, we propose a fast indexing algorithm. The approach is
based on the algorithm proposed in [10] for the indexing of the
base codebook in (3). This algorithm has complexityO(NK),
and avoids multiplication and divisions (except those which
can be handled by simple bit shifts). The modification required
is to remove the redundant vectors from the complex version of
D(N, K) due to the phase ambiguity. The resulting indexing
encoding and decoding algorithms areO(NK).

Another form of redundancy arises in the Reflected Simplex
codebook between a pair of codebook vectors when|γ| 6= 1,
which we call a divisor ambiguity. For example ifNT = 2
andK = 4, the vectors[ 2 + j0 2 + j0 ] and [ 1 + j1 1 + j1 ]
exhibit divisor ambiguity, whereγ = 1−j. After normalization
at the transmitter, these vectors would result in the same
channel gain. We have calculated the number of bits of the
resulting codebook for a large range ofN and K, the end
result being that no situation where divisor ambiguities would
reduce the integer number of bits was found. However, for
some smallK a small fraction of a bit may be saved, which
may provide some efficiencies when a number of vectors are
encoded together. A consequence would be a more complex
index decoding and encoding method, but for small codebooks
a lookup table may be used.

IV. L OW-COMPLEXITY CODEBOOK SEARCH

In this section we discuss the duality between the codebook
search and noncoherent sequence detection. We use this dual-
ity to provide a low-complexityO(NT log NT) algorithm for
choosing a beamforming vector.

A. Codebook Search via Singular Vector Quantization

For the case whereNR 6 2, the search in (2) is equivalent to
finding the closest beamforming vectorin angleto the optimal
unquantized beamforming vector [6],

w = arg max
v∈C(NT,K)

cos2 θ(v,wopt). (4)

where cos2 θ(v,u) , |v†u|2/(‖v‖2 ‖u‖2). When NR > 2,
this can be used as an approximation. This approach is denoted
singular vector quantization (SVQ), because it performs a
codebook search by quantizing the righthand singular vector
associated with the largest singular value of the channel
matrix.

There exists an equivalence relationship between SVQ using
the angular metric and the problem of sequence detection
over unknown deterministic flat-fading channels, see [6]. The
equivalence can be seen by noting that the cost function in
(4) is equivalent to noncoherent detection in the form of the
generalized likelihood ratio test (GLRT) [11]. Specifically,
consider the detection of a discrete valued inputx ∈ CT ,
given an output

y = hx + n (5)

wheren ∈ C
T is a vector of i.i.d. additive white Gaussian

noise andh ∈ C is an unknown deterministic channel assumed
constant for a period ofT symbols. The GLRT-optimal data
estimatex̂GLRT is obtained from the received data by solving

x̂GLRT = arg min
x̂

min
ĥ

‖y − ĥx̂‖2 = argmax
x̂

cos2 θ(y, x̂).

(6)
Low-complexity algorithms exist for polynomial-time se-
quence detection for sequences ofT symbols drawn from a
specific constellation, see [7] and references therein. Although
we use a similar principal to the search algorithm, here we are
concerned with a subset of a higher dimensional lattice.

B. Low-Complexity Search Algorithm

Consider the real-valued versionwopt of the vectorwopt.
Denotez as the vector in the direction ofwopt such that the
sum of the absolute values of its components isK, i.e.

z ,
woptK

∑N
n=1

∣

∣wopt
n

∣

∣

whereN = 2NT. This placesz on the reflected simplex, in
the same direction aswopt. This is equivalent to settingh =
∑

N
n=1 |wopt

n |
K in (6). The codebook search algorithm is now

w = arg min
v∈C(N,K)

‖z − v‖2

We now demonstrate how to perform this search. This step
is equivalent to Step 3 of the PVQ quantization algorithm
provided in [8] intended for a mean-squared error criterion.
Here we provide an alternative interpretation in terms of a
known lattice search algorithm.

Without loss of generality, we convert all the elements
of z to be non-negative. That is, we assignz+ = s ◦ z

where sn = sgn zn for all n and ◦ denotes the Hadamard
product. The result of this is that all the elements ofv will
be non-negative. It follows that, we have projectedz onto the
hyperplane defined by

{

u :

N
∑

n=1

un = K, un > 0

}

.

Note, that all the codebook vectors inD(N, K) with non-
negative elements exist on this hyperplane.

We now point out that the portion of the codebookD(N, K)
of vectors of non-negative elements, is a subset of a translated
An lattice, wheren = N − 1 [9]. The latticeAn is defined as

An =

{

a | a ∈ Z
n+1,

n+1
∑

ℓ=1

aℓ = 0

}

It follows that for any vectorz ∈ C(N, K), thenz+ −Ke1 ∈
AN−1.

We propose to choosew as follows:

w = s ◦ argmin
u∈AN−1

∥

∥

(

z+ − Ke1

)

− u
∥

∥

2
+ Ke1

This minimization problem corresponds to a search for the
closest lattice point, where here the lattice isAN−1. For this



lattice, a fast algorithm for the closest lattice point search was
developed in [9]. This algorithm has a complexity independent
of K of O(N log N). Note that this lattice based search will
always return a vector inD(N, K). This is guaranteed since
|z+,n − un| < −|z+,n − un|, as all thez+,n are positive.
Hence, all theun will be positive and add toK, and therefore
u will be a valid vector.

The vectorw is then rotated so that it belongs to the
codebookC(NT, K) (recalling the conditions in Definition 1),
so that thus phase ambiguity is avoided.

C. Multiple-Phase Codebook Search Algorithm

The discussion in Section IV-A suggests that using multiple
scalings ofwopt will improve the performance as more of the
search region will be covered (corresponding to a search over
a greater range ofh in the noncoherent detection problem).
Specifically, we propose to useL different phase rotations of
wopt, uniformly spaced between0 andπ/2. Specifically,

wℓ , wopt exp

(

jπℓ

2L

)

For eachwℓ the algorithm proceeds as for the least-square
algorithms. The best vector according to the metric in 2 is
then chosen.

V. SIMULATION RESULTS

In this section we perform Monte Carlo simulations to
examine the average effective channel gain of the Reflected
Simplex codebooks compared with the SLAQ codebooks,
RVQ and the numerically determined codebooks in [2, 12, 13],
which are available for smallNT and codebook sizeN , and
can be considered near-optimal. For RVQ, the codewords are
each chosen independently and isotropically from the feasible
set of MRT beamforming vectors.

Experiment 1:In Figure 1, we show the average effective
channel gainΓave , E[Γ(H)], (where the expectation is
over H) as a function ofB , 1

NT
log2 S, where S is the

codebook size. Plots are shown for a system withNR = 1
receive antennas andNT = 2, 4, 8 transmit antennas. For
SLAQ, the optimal quantization algorithm of [6] is used. For
the Reflected Simplex codebooks we use the Multiple-Phase
codebook search withL = 3.

As an upper bound, the performance of ideal (unquantized)
MRT is also plotted, and we see the performance approaches
unquantized MRT asK increases. For the RVQ systems we
use the analytical curves available from [14]. Note that for
large NT and N , the RVQ codebook size may be too large
for practical search delay or storage constraints. For example,
for NT = 8 when usingB = 2.5, 220 ≈ 1 × 106. This is
computationally infeasible for the delay and power constraints
of a mobile device.

The figure indicates that from a practical point of view it
would be preferable to choose the Reflected Simplex code-
books over an RVQ codebook of the same size, even though
RVQ is asymptotically optimal for largeB, NT [15]. This is
because we see that for smallNT the performance of the
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Fig. 1. Plot of average effective channel gainΓave for Reflected
Simplex codebooks as a function of the number of bits per channel
coefficient. Plots are shown forNT = 2, 4, 8 transmit antennas with
NR = 1 receive antennas. The effective channel gain for RVQ, some
SLAQ codebooks and some numerical codebooks are shown.
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Fig. 2. Plot of number of metric calculationsNC for RVQ, SLAQ
and Reflected Simplex Codebooks as a function of the normalized
mean quantization errorσ2

Q. Plots are shown forNT = 4, NR = 1.

Reflected Simplex codebooks is superior to RVQ, while for
NT > 8, RVQ is computationally infeasible.

We also see that the performance of the Reflected Simplex
and SLAQ codebooks is quite close. These geometric construc-
tions can be seen as complementary, as the codebook sizes
usually do not match. Therefore, both Reflected Simplex and
SLAQ schemes can be used together as a low-delay limited
feedback scheme to increase the flexibility of codebook sizes
for a given antenna configuration.

Experiment 2: In Figure 2, we examine the number of



codeword metric calculationsNC on a logarithmic scale as
a function of the quantization loss measured in terms of
sin2 θ(wopt,w). Plots are shown forNT = 4 with NR = 1,
for RS, RVQ and SLAQ codebooks. For the SLAQ codebooks
we use search methods proposed in [16], specifically a scalar
quantization, a suboptimal multi-phase line search algorithm
(with L = 4 line searches) and an optimal plane search.
The SLAQ codebooks are derived from QAM constellations
with M = 4, 8, 16 and 64 constellation points. The RVQ
codebooks use an exhaustive search. The RS codebooks use
K = 3, 5, 7, 11 and 16, with a multi-phase search usingL = 5.

We see that the complexity of RVQ increases rapidly. We
also see that the performance of RS for a given number
of bits is similar to RVQ for the whole range of codebook
sizes. The SLAQ codebooks using the line and plane search
also have similar performance to RVQ. We see that the RS
codebook search has a much lower complexity than these
approaches, and relatively close to a scalar quantization.The
graph also highlights the performance gains obtained over a
scalar quantization.

APPENDIX A
FAST INDEXING ALGORITHM

The indexing algorithm proceeds as follows. The code-
book is divided up intoNT mutually exclusive sets denoted
I1, . . . , IT , where

It = { v : v ∈ C(NT, K), v1, ..., vt−1 = 0 }
The number of codewords inIt is given by

|It| =

K(K+1)/2
∑

ℓ=1

V (2(NT − t + 1), K−⌉1

2

√
8ℓ + 1 − 1⌈)

The second argument of eachV (·, ·) can be stored in a table
for fast calculation. The indexing algorithm first calculates
which It, the codebook vector belongs to. The index is then
initialized to

c =
t−1
∑

q=1

|It|

TheseNT values can be stored in a look-up table for real-
time implementation. Now, each setIt is further divided
into K(K − 1)/2 subsets depending on theK(K + 1)/2
possible values ofv2t−1 and v2t. These sets are ordered
lexicographically as{(1, 0), (1, 1), (1, 2), (2, 1), (3, 0), . . .}.

Jℓ,t = { v : v ∈ It, ℓ ∈ L}
where

L = { ℓ : Kℓ(Kℓ + 1)/2 + v2t−1, Kℓ = v2t + v2t−1 − 1 }.
The size of each set is given by

|Jℓ,t| = V (2(NT − t + 1), K−⌉1

2

√
8ℓ + 1 − 1⌈)

The index is then updated as

c = c +

ℓ−1
∑

r=1

|Jℓ,t|.

Finally, the index is then incremented by the index value
returned from the algorithm in for the case ofN − 2t
dimensions andK−Kℓ pulses. Pseudo-code for the algorithm
is provided in Table I.

1 begin
2 t := 1

3 while (|v2t−1| = |v2t| = 0) and t < NT

4 t := t + 1;
5 end while;
6 c :=

∑ t−1

q=1
|It|;

7 K0 := v2r−1 + v2r ;
8 ℓ := K0(K0 − 1)/2 + v2r−1 − 1;
9 c := c +

∑ ℓ−1

q=1
|Jq,t|;

10 c := c + VectorToIndex([v2r+1 . . . v2NT ], 2(NT − t), K − K0);
11 return c;

TABLE I
LOW COMPLEXITY INDEXING ALGORITHM
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